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ABSTRACT
Visual Question Answering (VQA) can facilitate social convenience,
which needs to study complex joint reasoning in the visual and
language over external knowledge. Recently, Knowledge-Based
VQA has attracted the attention of researchers. There are many
sources of external knowledge, including visual, textual, and com-
monsense knowledge, which can effectively improve the reasoning
ability of the VQA model. However, introducing different knowl-
edge sources increases the probability of retrieving irrelevant facts
and generating noise and further impacts the model’s performance.
Existing approaches use contrast and prompt learning, visual ma-
trices, density retrieval, etc., to address the noise but bring complex
processes. Furthermore, the knowledge representation in these ap-
proaches is limited to specific knowledge forms, such as the triple
of the knowledge graphs. To address the challenges, we propose a
multi-modal joint-guided (MMJG) external knowledge introduction
method. The method is to select more relevant external knowl-
edge to the current question through the attention of multi-modal
information. Unlike any existing method, our approach learns an
adaptive selection module to select external knowledge that is more
relevant to the question. Our approach is not specific to a particular
knowledge form. The comparison and ablation experiments on the
benchmark dataset show that our method achieves better results
and demonstrates that our method is more effective.
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Question: Which animal in the picture can climb

a tree?

Answer: cat

Related knowledge: cats can climb trees

Question: What kind of object can be eaten on the

table in the picture

Answer: orange

Related knowledge: oranges are edible

Figure 1: Samples of Visual Question Answering involving
external knowledge.

1 INTRODUCTION
VisualQuestionAnswering (VQA) is a typical multi-modal analysis
and reasoning task that aims to understand natural images and
related questions to infer the correct answers. VQA is essential
to improve the convenience of social media and human-computer
interaction, so it has excellent research significance and application
prospects.

VQA has made remarkable strides in the past few years. Recently,
there has been a trend toward knowledge-based VQA. To answer
some challenging questions correctly, themodel must employ visual
recognition, logical reasoning, and outside knowledge including
visual, textual, and commonsense. For example, as shown in Fig. 1,
the model needs to obtain the external knowledge about "cats can
climb trees" to correctly answer the question "Which animal in the
picture can climb trees?".

Considering the above problem, some researches [1, 3, 12, 17, 18,
20, 26, 27] tend toward knowledge-based VQA, and these methods
can be classified into three types: methods based on fact database,
methods based on external knowledge retrieval, and methods based
on a pre-training model. Firstly, the methods based on a fact data-
base generally construct fact triples related to the samples (image
and its question), such as FVQA [26], KBVQA [27] and KRVQA [1],
which have rich and accurate knowledge to boost the performance
of VQA. However, the disadvantage is that triples are limited to a
specific form of knowledge which decreases the methods’ generaliz-
ability. Secondly, themethods based on external knowledge retrieval
can obtain more diverse external knowledge using more sources.
At the same time, there will be large relevant facts or common
sense through text or visual entities search [20], which may intro-
duce noises without fine-grained selection. Thirdly, the approaches
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based on pre-training include LXMERT [23], ViLBERT [13], and
ConceptBert [3]. Pre-trained models can implicitly provide useful
prior knowledge for target tasks. However, it is computationally
expensive and inefficient for external knowledge learning [12] be-
cause the model requires many occurrences of knowledge in the
corpus.

To tackle the above challenges, we propose a knowledge-enhanced
method based on joint guidance of multi-modal information, which
comprehensively considers the joint supervision of visual and tex-
tual features in the process of knowledge introduction. It makes
the process more accurate and effective. The main idea is to fuse
the extracted visual and textual features, using the attention mech-
anism [24] to guide the introduction of external knowledge of the
question entity, and performVQA reasoning through the knowledge-
enhanced questions. In short, our contributions to this paper in-
clude:

1) We proposed a knowledge-enhanced VQA method based on
multi-modal guidance that uses the joint information of visual and
text modalities to guide the introduction of external knowledge.
It provides helpful knowledge to answer the question and further
avoid adding noise.

2) We design a knowledge-aware attention module. Unlike other
methods that apply the specific knowledge form [12, 20], this mod-
ule can introduce a variety of external knowledge elegantly, such
as triplets and passages, without being limited to specific forms of
external knowledge.

3) The extensive experimental results show that the knowledge-
enhanced method with multi-modal guidance proposed in this pa-
per can improve the performance of the VQA model on the related
dataset and outperform the existing methods in many indicators,
which proves the feasibility and effectiveness of the method.

2 RELATEDWORK
This section will introduce the related research on VQA and the
VQA based on external knowledge.

2.1 Visual Question Answering
Malinowski first proposed the related research on VQA in 2014. By
combining the latest technologies of natural language processing
and computer vision, the computer can automatically answer ques-
tions about images. Since this research task was proposed, a large
number of VQA datasets have emerged, such as Visual Genome [9],
GQA [7], VQA2.0 [4] and OK-VQA [18]. Researchers have also ex-
plored many methods related to VQA tasks. Early work mainly
focused on multi-modal feature fusion, such as MCB [2]. MFH [31].
Since not all image information is related to questions and answers,
irrelevant information should be filtered out in the model inference
process. Therefore, improving information extraction and filtering
will help the model focus on more relevant information to the task.
Most existing methods learn the importance of different parts of
the image for question answering based on attention. Common
attention-based models are: SAN [29], MCAN [30], and HCAN [14].
At the same time, VQA based on external knowledge has gradu-
ally attracted the attention of researchers, which can improve the
model’s generalization ability by introducing external knowledge.

2.2 Knowledge-based VQA
Knowledge-based VQA requires answering questions with external
knowledge in addition to the content of images and questions. For
example, some questions need to be answered by using external
knowledge other than images and questions, including some com-
mon sense and fact-related questions, as shown in Fig. 1.

Researchers have explored knowledge-based VQA methods and
tasks. Wang et al. [26] proposed the FVQA dataset and related meth-
ods, which parse the question into triples for knowledge base query.
Wu et al. [28] used Doc2Vec to feed external knowledge into LSTM
for encoding, which enables the model to use external knowledge
more flexibly. Marino et al. [17] combined tacit knowledge and
explicit symbolic knowledge information. Luo et al. [15] obtained
external knowledge through semi-supervised information retrieval.

3 METHODOLOGY
In this section, we specifically elaborate on the model we proposed:
Knowledge-Enhanced VQA under multi-modal Joint Guidance. The
overall architecture of our model is shown in Figure 2; the model
consists of two modules. First, we introduce our knowledge in-
troduction based on multi-modal joint guidance (MMJG), then we
describe the reasoning module of knowledge-based VQA, which is
inspired by LCGN [5] to reason based on scene graphs over outside
knowledge.

Knowledge-based Visual Question Answering can be formulated
as follows: Given a picture 𝐼 and a question𝑄 based on the image in
natural language, the VQA model needs to obtain an answer 𝐴 by
integrating visual features, question features, and external knowl-
edge 𝐾 required. Our model is trained end-to-end, which differs
from current multiple-stage methods. The following subsections
show more details of the model.

3.1 Knowledge Enhancing by MMJG
We propose a multi-modal joint guidance module that focuses on
piloting the filtering method for selecting valuable external knowl-
edge while incorporating external knowledge into the questionwith
significant weights, which learns by attention-based approaches.

3.1.1 Multi-Modal Feature Extraction.
Question Features. We first convert the question into a lower-
dimensional feature 𝑄 using Global Vectors (GloVe) [19] word em-
bedding. Gloves embedding is an unsupervised learning algorithm
that maps words into meaningful space through training.
Visual Features.We choose the VGG [21] network model to ex-
tract image features, which uses the weights pre-trained on large
databases such as ImageNet [10]. VGG has two structures: VGG16
and VGG19, with different network depths. Since the feature ex-
traction effects of the two models are not much different [21], this
paper selects the VGG16 model with fewer network layers. We
use the feature extraction network module, composed mainly of
five convolution modules and five pooling layers. After the feature
extraction module, we connect an AvgPooling (AP) in the feature
extraction process. We first cut and zoom the original image to
obtain a 3 × 448 × 448 image feature representation as to the input
of the feature extraction model. Then obtain a 7×7×512 dimension
feature through the feature extraction module of the pre-trained
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Figure 2: Model architecture. The left part shows our knowledge introduction module of multi-modal joint guidance (MMJG),
and the right part is the visual question answering reasoning module based on knowledge-enhanced.

VGG model. Finally, flatten it into a one-dimensional vector 𝐼𝑣 with
a dimension of 4096, representing the image’s visual feature, as
shown in the top right of Fig.2.

3.1.2 Knowledge Enhancing.
Multi-modal Fusion Features. To embed multi-modal features
into a joint feature, we first map the extracted image features
𝑰𝒗 through a Multi-Layer Perceptron (MLP) into a vector 𝑰𝒑 =

𝑀𝐿𝑃 (𝑰𝒗). Then we concatenate the question features to learn the
joint multi-modal representations 𝒗𝑸𝑰 𝒊 , which is calculated by:

𝒗𝑸𝑰 𝒊 = 𝒒𝒊 ⊕ 𝑰𝒑, 𝒊 ∈ [1, 𝑛] (1)

where 𝒒𝒊 is the question entity representation, 𝑰𝒑 is the image
feature representation, and n is the total number of tokens for the
question.
Knowledge Fusion. As the Knowledge Fusion Model shows on
the left of Fig.2, considering different parts of a visual question
that would relate to different external knowledge, we leverage
the attention mechanism to dynamically assign greater weight to
knowledge instances that are more relevant to the sample. The
weight values are as follows:

𝑄𝑣 = [𝒗𝑸𝑰 1, 𝒗𝑸𝑰 2, ..., 𝒗𝑸𝑰𝒏] (2)

𝑄𝑎 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝐹𝐶𝑁𝑒𝑡𝑤2 (𝑡𝑎𝑛ℎ(𝐹𝐶𝑁𝑒𝑡𝑤1 (𝑄𝑣))) (3)

where 𝑄𝑣 is the feature vector of joint multi-modal representa-
tions. 𝐹𝐶𝑁𝑒𝑡𝑤2 and 𝐹𝐶𝑁𝑒𝑡𝑤1 is non-linear fully-connected net-
work, 𝑡𝑎𝑛ℎ is a nonlinear activation function, and 𝑄𝑎 is the corre-
sponding attention coefficients. Unlike the knowledge base used
in FVQA [26], we use ConceptNet [22] as an external knowledge
base, which is a knowledge graph constructed from several different
sources and contains more than 21 million edges as well as more
than 8 million nodes.

In this paper, we use the knowledge representation 𝒆𝒌𝒈 gen-
erated by Malaviya [16]. The embedded entity features preserve
the knowledge information of nodes and local neighbourhoods.
Moreover, the attention score calculation in the attention model
has not directly involved the representation of external knowledge.
However, it will be adjusted by the answer model’s prediction re-
sult due to the knowledge selection. Therefore, our model is not
restricted to a specific knowledge representation and can be used
for various manifestations, such as knowledge triples or documents.
The fusion of external knowledge with attention to different parts
of the question is shown below:

𝒒𝒌𝒊 = 𝑀𝐿𝑃 (𝒆𝒌𝒈) ∗ 𝑞𝑎𝑖 + 𝒒𝒊 (4)

where the𝑞𝑎𝑖 is the attention score for token 𝒒𝒊 of the question from
𝑄𝑎 , and the 𝒒𝒌𝒊 represents the token after knowledge enhancement.

Our model assigns the importance of knowledge by multiplying
the attention score 𝑞𝑎𝑖 with the knowledge embedding vector 𝒆𝒌𝒈 ,
which then be used to enhance the question by adding moderate
external knowledge to the question token 𝒒𝒊 .

3.2 Knowledge-based Reason VQA
We use a graph reasoning module to perform joint reasoning over
knowledge and scene graphs during answer prediction, which is
trained using an end-to-end model, Moreover, the scene graphs
are provided by annotations describing the related objects and
attributes in an image in GQA datasets, in which each image is
associated with the scene graph from Visual Genome [9].
Graph Reasoning Module.

Referring to the LCGN [5] general VQA reasoning framework, its
convolutional graph neural network is used as the VQA reasoning
module in our method. Specifically, the graph network is built
on the visual entities in the scene graph and constructs a context
representation for the objects in the visual scene to support relation
reasoning.
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The convolutional graph network is a kind of network for non-
fixed graph-structured data, which mainly studies the represen-
tation embedding of graph nodes. This paper uses the graph at-
tention convolutional network (GAT) [25], which differs from the
basic GCN in that the network learns different weights on neighbor
nodes by self-attention mechanism in the process of aggregating
neighbor information. For nodes in the graph, the neighbor node’s
feature information is aggregated in each layer of the convolutional
network, so it is necessary to calculate the attention score of each
neighbor node:

𝑛𝑒𝑖 𝑗 = 𝛼 (𝑾𝒉𝒊,𝑾𝒉𝒋) (5)

where 𝑛𝑒𝑖 𝑗 denotes the importance coefficient of neighbor node 𝑗 ,
𝛼 is the attention value function, a single-layer feedforward neural
network in our model, and 𝒉𝒊 denotes the hidden layer feature
vector of the nodes in the graph.

In our model, the graph nodes are initialized by embedding the
object’s text description and related attributes in the scene graph,
and we get the embedding by using GloVe [19].

Since each node in the graph has multiple neighbor nodes, the
attention coefficients of all neighbor nodes need to be normalized,
as shown in the following formula:

𝑛𝑎𝑖 𝑗 =
exp(𝑛𝑒𝑖 𝑗 )∑
𝑘𝜖𝑁𝑖

exp(𝑒𝑖𝑘 )
(6)

where 𝑁𝑖 denotes the set of neighboring nodes of node 𝑖 , 𝑛𝑎𝑖 𝑗 rep-
resents the importance coefficient after normalization. Then each
node feature is weighted and summed by the attention coefficient
to obtain the updated graph node features:

𝒉
′

𝒊 = 𝜎 (
∑︁
𝑘𝜖𝑁𝑖

𝑛𝑎𝑖 𝑗𝑾𝒉𝒊) (7)

where 𝜎 is the nonlinear activation function and 𝒉
′

𝒊 denotes the
graph node representation that aggregates information about the
neighborhood nodes.
Answering Module. As shown in the right of Fig. 2, the model
first encodes the knowledge-enhanced question. We use the Trans-
former encoder to encode the question 𝑄𝑘 , get the 𝑀 vector of
encoding instructions, and then perform the graph convolution. In
the product process, we connect the instruction vector with the
edge node features in the scene graph to make it worthwhile for
inference.

We performmaximum pooling on the feature vectors of all graph
nodes in the last layer of graph convolution to combine the infer-
ence representation vector and then send it to the VQA classifier
with the question features. Last, the model takes the predicted
answer through the highest probability as the forecast result.

4 EXPERIMENT
In this section, we first describe the dataset and metrics that we
used in our experiments. Next, we train our model with the pro-
posed objective and compare its performance to several baselines.
Experiments conducted on the GQA dataset show that our method
outperforms comparative approaches, and an ablation study demon-
strates the effectiveness of our model.

4.1 Dataset and Metrics
Hudson developed the GQA dataset at Stanford University [7].
Each image in the dataset corresponds to a scene graph, constructed
mainly by referring to the Visual Genome [9] dataset. Each question
is associated with a scene graph. The dataset contains more than
110K scene graphs, up to 20M pictures with authentic images from
the Visual Genome dataset, more than 1 million balanced question-
answer pairs, and over 1000 answer tokens, making it the largest
VQA dataset to date. At the same time, the dataset has its evaluation
metrics, and multi-dimensional evaluation metrics are proposed,
mainly variants of accuracy, to measure the performance of relevant
visual question answering models, as shown in Table 1.

Table 1: Description of evaluation indicators.

Evaluation Description

Consistency A metric for the level of consistency in responses
across different questions.

Validity Measures whether the model gives valid answers.

Plausibility Measures whether the model responses are
reasonable in the real world or not make sense.

Accuracy Standard accuracy.

4.2 Performance Evaluation
We evaluate our method on the GQA dataset. We use the official
balanced train set to train themodels and the balanced validation set
to evaluate the newly proposed GQA dataset v2, divided by 88% and
12%. The Adam optimizer was used for optimization with a learning
rate of 1e-4. We train the model for 100 epochs with batch size 128
on four NVIDIA RTX2080 cards. We tune all hyperparameters by
cross-experimenting.

Table 2 shows our experimental results, including performance
on different types of questions and various evaluation metrics. We
compared our method with the existing visual question answering
methods, including GCN [8], LCGN [5] and GINE [6] that applied
to the GQA dataset. We also reproduced and tested the method of
GraphVQA [11] based on the official dataset. We can see that our
method help improve model performance, especially in the binary
classification of questions, which outperforms the base method by 2
percentage points. It shows that the external knowledge introduced
by our method helps improve the model’s predictive ability on
questions related to content judgment.

Our model also outperforms by 1 percentage point in the open
class, whichmeans that our method is more efficient for open-ended
questions. In terms of consistency, effectiveness, and rationality,
our model also performs better than the previous methods, which
reflects that our method helps to improve the rationality and effec-
tiveness of the visual question and answer model prediction. At the
same time, our model outperforms the previous method in overall
accuracy by 1 percentage point, further proving our method’s ef-
fectiveness.

Fig. 3 shows the subdivision accuracy of question types. Our
model has been significantly improved compared to the baseline
in the accuracy of selection, comparison, and verification, which is
enough to show that our model has a better ability for questions
that need outside knowledge.
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Table 2: Experimental results for the GQA dataset, with indicators in percentages. Where * represents reproduced results.

Method Binary Open Consistency Validity Plausibility Accuracy
GCN 86.84 84.63 90.21 95.51 94.44 85.70
LCGN 90.57 88.43 93.88 95.40 93.89 88.43
GINE 92.36 88.56 94.79 95.44 94.39 90.38
GraphVQA* 94.20 92.60 97.81 95.46 94.97 93.38
Ours 96.42 93.37 98.45 95.51 95.14 94.84

80

85

90

95

100

choose compare logical query verify

GCN LCGN GINE GraphVQA Ours

Figure 3: Subdivision accuracy of the question type, with the ordinate as a percentage.

4.3 Ablation Study
In order to verify the effectiveness of our method, we conducted ab-
lation experiments. We tested the knowledge introduction methods
based on the model’s text modal guidance and multi-modal guid-
ance. We compared them with the benchmark model to verify the
role of multi-mode joint information in the process of knowledge
introduction.

Table 3: Knowledge introduction Ablation Experiment. All
numbers are in percentages.

Method Accuracy
Baseline 93.38

text modal guidance 93.46
multi-modal guidance 94.83

Table 3 shows that the method based on multi-modal joint guid-
ance improves the accuracy of visual question answering by nearly
1.5 percentage points. Compared with the guidance method based
on text mode, the performance of multi-modal joint guidance is
generally better, proving that multi-modal information plays an
essential role in the process of knowledge introduction.

5 CONCLUSION
In this paper, we propose a knowledge-enhanced visual question
answering method based on multi-modal joint guidance. The goal
is to guide the knowledge introduction process through joint visual
and text modal information based on the attention mechanism.
The model can adaptively select the most helpful knowledge for

the question. At the same time, our method is not restricted to a
specific knowledge presentation. The experimental results of our
model on the GQA dataset show the effectiveness of our method,
which has been significantly improved in various indicators. We
will analyze the effect of our knowledge introduction method on
different datasets to verify the universality of our method in the
future,
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